In this paper, we propose a fixed convolutional layer with an order of smoothness not only for avoiding checkerboard artifacts in convolutional neural networks (CNNs) but also for enhancing the performance of CNNs, where the smoothness of its filter kernel can be controlled by a parameter. It is well-known that a number of CNNs generate checkerboard artifacts caused by strided convolutional layers or up-sampling layers including transposed convolutional layers. In an image-classification experiment with four CNNs: a simple CNN, VGG8, ResNet-18, and ResNet-101, applying the fixed layers to these CNNs is shown to improve the classification performance of all CNNs. In addition, the fixed layer is applied to generative adversarial networks (GANs), for the first time. From image-generation results, a smoother fixed convolutional layer is demonstrated to enable us to improve the quality of images generated with GANs.
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1. INTRODUCTION

Convolutional neural networks (CNNs) [1, 2], which are a kind of deep neural networks (DNNs), have attracted attention because of their outstanding performance and have been widely been used in many fields: image processing, natural language processing, acoustics/speech processing, and more. In research fields of image-to-image translation problems, e.g., image super-resolution, it is well-known that forward-propagation of upsampling layers including transposed convolutional layers causes images to be distorted by checkerboard artifacts [3]. In addition, checkerboard artifacts are also caused by backward-propagation of downsampling layers including strided convolutional layers [3]. CNN architectures usually have upsampling layers and/or have downsampling layers, such as VGG [4], ResNet [5], and U-Net [6], for increasing and/or reducing the spatial sampling rate of feature maps, respectively [7]. For this reason, checkerboard artifacts affect most commonly-used CNNs.

To overcome checkerboard artifacts caused by upsampling layers, a few research has been done to reduce the effects of checkerboard artifacts [3, 8–13]. In particular, Sugawara et al. [12, 13] gave us two approaches to perfectly prevent checkerboard artifacts by extending a condition for avoiding checkerboard artifacts in linear multirate systems [14–17]. However, the literature [12, 13] mainly focuses on checkerboard artifacts caused by upsampling layers, but there are few discussion about artifacts caused by downsampling layers. In addition, Sugawara et al. did not consider CNNs that have both upsampling and downsampling layers, such as generative adversarial networks (GANs) [18]. Furthermore, in Sugawara’s method, only a zero-order hold kernel that has the lowest smoothness is used for avoiding checkerboard artifacts. Note that the smoothness of filter kernels is different from what has widely been considered for GANs, i.e., Lipschitz constraints [19–21]. Hence, the effects of the smoothness on the performance of CNNs has never been discussed so far.

Because of such a situation, in this paper, we propose a novel fixed convolutional layer with an order of smoothness not only for perfectly avoiding checkerboard artifacts caused by upsampling and downsampling layers but also for enhancing the performance of CNNs. A filter kernel of the proposed layer is given by convolving a zero-order hold kernel multiple times. When using the proposed layer, we can control the smoothness of its filter kernel by changing the number of the convolution, referred to as the order of smoothness. In addition, we apply the proposed fixed layer to GANs for the first time.

We performed an image-classification experiment and an image-generation experiment in order to evaluate the effectiveness of the proposed fixed smooth convolutional layers. In the image-classification experiment with four CNNs: a simple CNN, VGG8, ResNet-18, and ResNet-101, applying the proposed layer is shown to improve the classification performance of all CNNs. From the image-generation results, a smoother fixed convolutional layer enables us not only to prevent checkerboard artifacts in GANs but also to improve the quality of images generated with GANs.

2. PREPARATION

In this section, we briefly summarize CNNs and checkerboard artifacts, where we only focus on 2-D convolutional layers for simplicity. We use notations shown in Table 1 throughout this paper.

2.1. Convolutional neural networks

A CNN is one of DNNs that has one or more convolutional layer(s). Calculation in a convolutional layer is given as

\[ Z_{i,j,k} = \sum_{l,m,n} V_{l,j+m-1,k+n-1} K_{i,l,m,n} + b_i \]  

where \( V \) denotes an input feature map, \( K \) is a filter kernel, and \( b \) is a bias. Focusing on the \( i \)-th channel of an output feature map, the calculation of eq. (1) can be illustrated as a block-diagram by using a 2-D filter \( h_{i,j} = K_{i,j,:,:} \) and a single-channel image \( I_j = V_{j,:,:} \), as shown in Fig. 1(a).

CNNs usually include upsampling layers and/or downsampling layers, to increase and/or reduce the spatial sampling rate (or the resolution) of feature maps, respectively. Typical downsampling layers are: strided convolutional layers, average pooling layers, and max
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Table 1. Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>A scalar</td>
</tr>
<tr>
<td>A</td>
<td>A vector</td>
</tr>
<tr>
<td>A_1,i</td>
<td>Element i of vector A, with indexing starting at 1</td>
</tr>
<tr>
<td>A_1,i</td>
<td>Row i of matrix A</td>
</tr>
<tr>
<td>A_1,i</td>
<td>Column i of matrix A</td>
</tr>
<tr>
<td>a_i</td>
<td>A 3-D or higher-dimensional tensor</td>
</tr>
<tr>
<td>A_i,j,k</td>
<td>Element i, j, k of 3-D tensor A</td>
</tr>
<tr>
<td>V</td>
<td>A 3-D tensor with a size of ( \text{height} \times \text{width} ), which denotes an input feature map for a layer.</td>
</tr>
<tr>
<td>K</td>
<td>A 4-D tensor with a size of ( \text{output channel} \times \text{input channel} \times \text{height} \times \text{width} ), which denotes a filter kernel (weights) of a convolutional layer.</td>
</tr>
<tr>
<td>b</td>
<td>A vector with a size of ( \text{output channel} ) which denotes a bias of a convolutional layer.</td>
</tr>
<tr>
<td>Z</td>
<td>A 3-D tensor with a size of ( \text{output channel} \times \text{height} \times \text{width} ), which denotes an output feature map of a layer.</td>
</tr>
<tr>
<td>i</td>
<td>A single-channel image which is a 2-D slice of a 3-D tensor</td>
</tr>
<tr>
<td>i,j</td>
<td>Column i; Column j</td>
</tr>
<tr>
<td>i,j,k</td>
<td>Element i; Element j; Element k</td>
</tr>
<tr>
<td>i,j,k,l</td>
<td>m,m,n,n,l,l,n,l,n, ( \ldots )</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>A 4-D tensor with a size of ( \text{height} \times \text{width} ), which denotes an input feature map for a layer.</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>A 3-D tensor with a size of ( \text{output channel} \times \text{height} \times \text{width} ), which denotes a filter kernel (weights) of a convolutional layer.</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>A vector with a size of ( \text{output channel} ) which denotes a bias of a convolutional layer.</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>A 3-D tensor with a size of ( \text{output channel} \times \text{height} \times \text{width} ), which denotes an output feature map of a layer.</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>A single-channel image which is a 2-D slice of a 3-D tensor</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>Column i; Column j</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>Element i; Element j; Element k</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>A 4-D tensor with a size of ( \text{height} \times \text{width} ), which denotes an input feature map for a layer.</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>A 3-D tensor with a size of ( \text{output channel} \times \text{height} \times \text{width} ), which denotes a filter kernel (weights) of a convolutional layer.</td>
</tr>
<tr>
<td>i,j,k,l,m,m,n,n,l,l,n,l,n, ( \ldots )</td>
<td>A vector with a size of ( \text{output channel} ) which denotes a bias of a convolutional layer.</td>
</tr>
</tbody>
</table>

Fig. 1. Block diagram of convolutional layers

- pooling layers [7]. Here, average pooling layers and max pooling layers can be replaced with stride convolutional layers because:
  - An average pooling layer is a particular kind of a strided convolutional layer.
  - Replacing a max-pooling layer has little effect on the performance of CNNs [22].

For these reasons, we focus on strided convolutional layers as downsampling layers. A strided convolutional layer is defined by the following equation:

\[
Z_{i,j,k} = t(K, V, s)_{i,j,k} + b_i = \sum_{l,m,n} V_{i,(i-1)s+m,1} \sum_{q} K_{q,l,m,n} + b_i, \tag{2}
\]

where \( s \in Z^+ \) is a parameter called stride. Focusing on the \( i \)-th channel of an output feature map, the calculation of a strided convolutional layer corresponds to downsampling signals with a downsampling rate \( D = s \) after convolving an input feature map \( I_j \) with a filter \( h_{i,j} \) [see Fig. 1(b)].

Upsampling layers includes a transposed convolutional layer, a sub-sampling layer [23], and a resize convolution layer [3]. In these layers, the most commonly-used transposed convolutional layer is given as:

\[
Z_{i,j,k} = t(K, V, s)_{i,j,k} + b_i = \sum_{l,m,n} \sum_{q} V_{i,(i-1)s+m,q} \sum_{p} K_{q,l,m,n} + b_i, \tag{3}
\]

where \( h_0 \) and \( h' \) are the zero-order hold kernel with a size of \( U \times U \) and another linear time-invariant filter, respectively, and \( * \) means the convolution on two matrices.

A transposed convolutional layer has non-linear interpolators having a bias \( b \), as in Fig. 3(a). Sugawara et al. [12, 13] realized the perfect avoidance of checkerboard artifacts in non-linear interpolators by using the following two approaches:

**Approach 1** Insert the zero-order hold kernel \( h_0 \) after a filter \( h' \) [see Fig. 3(b)]. This is equivalent to applying the condition in eq. (4) to \( h \).

**Approach 2** Insert \( h_0 \) after adding a bias \( b \), without any constraints on a filter \( h \) [Fig. 3(c)].

Note that Approaches 1 and 2 cannot be equivalently converted to each other.

However, the literature [13] mainly focuses on checkerboard artifacts caused by upsampling layers, i.e., artifacts in the backward-propagation, but there are few discussion about artifacts caused by downsampling layers, i.e., artifacts in the forward-propagation. In addition, Sugawara et al. did not consider CNNs that have both upsampling and downsampling layers, such as GANs. Furthermore, in Sugawara’s method, a zero-order hold kernel that has the lowest smoothness is used for avoiding checkerboard artifacts, although we have a choice of the smoothness of filter kernels.

3. PROPOSED METHOD

Figure 4 shows an usage of the fixed smooth convolutional layer that we propose. The proposed layer is a (depth-wise) convolutional layer and the smoothness of its filter kernel \( K^{[d]} \) is controlled by a parameter \( d \) called the order of smoothness. Similarly to Sug-
Checkerboard artifacts in CNNs

Checkerboard artifacts in CNNs can be classified into artifacts in the forward-propagation and ones in the backward-propagation.

Checkerboard artifacts in the forward-propagation are caused by interpolators in transposed convolutional layers as shown in Fig. 1(c), where the forward-propagation means a process calculating a new feature map \( Z \) from an input feature map \( V \) and passing the new feature map to the next layer. All filter kernels in transposed convolutional layers have to be trained to satisfy the condition in eq. (4), to prevent checkerboard artifacts. However, checkerboard artifacts cannot be prevented in practice because it is difficult to perfectly satisfy this condition by using an optimization algorithm. To resolve the issue, the use of fixed layers is required. Conventional CNNs with upsampling layers, which are mainly used for image super-resolution, distort an output feature map of each layer and an output image due to the artifacts. In addition, the artifacts affect training CNN models because the distorted output images are used for evaluating a loss function, for training the CNNs.

Checkerboard artifacts are also caused in the backward-propagation of a strided convolutional layer. The backward-propagation is a process calculating gradients of a loss function \( \mathcal{L} \) with respect to parameters in a CNN, in order from the output layer to the input layer. In a strided convolutional layer, calculation of the gradient with respect to an input feature map \( V \) is done by using transposed convolution \( f(\cdot) \) as

\[
\frac{\partial}{\partial V_{i,j,k}} \mathcal{L}(V, K) = f(K, G, s)_{i,j,k},
\]

where a 3-D tensor \( G \) of a gradient is given by an output-side layer and \( K \) denotes a filter kernel that the strided convolutional layer has. For this reason, checkerboard artifacts appear in calculated gradients of CNNs with downsampling layers, which are generally used for image classification. Therefore, a filter kernels \( K \) and a bias \( b \) in these CNNs will be affected by the checkerboard artifacts in gradients.

In addition, there are CNNs including both upsampling and downsampling layers, e.g., GANs [18] and the U-Net [6], which are generally used for image generation and image-to-image translation. These CNNs are affected by the checkerboard artifacts mentioned above.

3.2. Fixed smooth convolutional layer

A filter kernel \( K^{(d)} \) of the proposed layer is obtained by convolving \( h_0 \) multiple times, as

\[
K^{(d)}_{i,j,b} = \begin{cases} h_0 & (d = 0) \\ h_0 \ast K^{(d-1)}_{i,j,b} & (d > 1) \end{cases},
\]

where a parameter \( d \), referred to as the order of smoothness, controls the smoothness of \( K^{(d)} \). When the proposed layer is applied to an upsampling layer with an upsampling rate \( U \), the kernel size for \( h_0 \) is given as \( U \times U \). In contrast, the kernel size is given as \( D \times D \) when the proposed layer is applied to a downsampling layer with a downsampling rate \( D \). By using a filter kernel \( K^{(d)} \) and a trainable bias \( b \), an output feature map \( Z \) of the proposed layer can be written as

\[
Z_{i,j,k} = \sum_{m,n} V_{i,j+m-1,k+n-1} K^{(d)}_{i,j,m,n} + b_i.
\]

3.3. Avoiding checkerboard artifacts by the proposed layer

Checkerboard artifacts caused by a transposed convolutional layer can perfectly be prevented by using the proposed layer as follows [see also Fig. 4(a)]:

**Approach 1** Fix a bias in a transposed convolutional layer as 0, and insert the proposed layer having a trainable bias \( b \) after the transposed convolutional layer.

**Approach 2** Insert the proposed layer having a bias which is fixed as 0 after a transposed convolutional layer having a trainable bias \( b \).

These approaches correspond to Approaches 1 and 2 in Section 2.2, respectively. The use of Approach 1 allows us to reduce computational costs since the redundancy of interpolators can be removed by the polyphase decomposition, but it will negate the effect of the bias \( b \) since the batch normalization (BN) is generally applied after each transposed convolutional layer. In contrast, under the use of Approach 2, the bias \( b \) is not affected by the BN but its computational costs cannot be reduced.

Checkerboard artifacts caused by a strided convolutional layer can also be prevented by inserting the proposed layer before the strided convolutional layer, in an opposite way to a transposed convolutional layer, because checkerboard artifacts in the strided convolutional layer occur in the backward-propagation [see 4(b)]. Similarly to the case of transposed convolutional layers, we can consider two approaches in terms of the location of a bias.

Both Approaches 1 and 2 for the proposed fixed layer can prevent checkerboard artifacts caused by both transposed convolutional layers and strided convolutional layers, under any order of smoothness \( d \). In the next section, we will confirm that both Approaches 1 and 2 enhance the performance of CNNs and evaluate the quality of images generated by GANs under the use of the proposed layer having a high-order of smoothness.

4. SIMULATION

To evaluate the effectiveness of avoiding checkerboard artifacts by the proposed layer, we performed two simulations: image classification and image generation.

4.1. Image classification

We evaluated the classification accuracy of four CNNs with/without the proposed layer, in order to confirm the effectiveness of avoiding checkerboard artifacts in the backward-propagation. Here, we set all filter kernels of the proposed fixed layers as \( K^{(0)} \).
Table 2. Architecture of simple CNN. ch denotes number of output channels.

<table>
<thead>
<tr>
<th>Layer Stride s Kernel size</th>
<th>Layer Stride s Kernel size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv. + BN + ReLU 2 3 x 3 64</td>
<td>Conv. + BN + ReLU 2 3 x 3 128</td>
</tr>
<tr>
<td>Conv. + BN + ReLU 2 3 x 3 256</td>
<td>Conv. + BN + ReLU 2 3 x 3 512</td>
</tr>
<tr>
<td>Conv. + BN + ReLU 2 3 x 3 1024</td>
<td>Conv. + BN + ReLU 2 3 x 3 1024</td>
</tr>
<tr>
<td>Conv. + BN + ReLU 1 2 x 2 10</td>
<td>Conv. + BN + ReLU 1 2 x 2 10</td>
</tr>
</tbody>
</table>

(a) w/o fixed conv. layer  (b) with fixed conv. layer

Fig. 5. Unit step response of backward-propagation of second convolutional layer in simple CNN

Table 3. Image-classification accuracy for CIFER10 (train/test)

<table>
<thead>
<tr>
<th>Network</th>
<th>Conv.</th>
<th>Prop. (Approach 1)</th>
<th>Prop. (Approach 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple CNN</td>
<td>0.9990/0.385</td>
<td>0.9990/0.645</td>
<td>0.9760/0.671</td>
</tr>
<tr>
<td>VGG8</td>
<td>1.0000/0.795</td>
<td>1.0000/0.840</td>
<td>1.0000/0.839</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>1.0000/0.812</td>
<td>1.0000/0.862</td>
<td>1.0000/0.862</td>
</tr>
<tr>
<td>ResNet-101</td>
<td>1.0000/0.852</td>
<td>1.0000/0.863</td>
<td>1.0000/0.863</td>
</tr>
</tbody>
</table>

The following are the four CNNs used in this simulation: a simple CNN illustrated in Table 2, VGG8, ResNet-18, and ResNet-101, where ReLU in the table denotes the rectified linear unit activation function [24]. In this simulation, we used the CIFER10 dataset [25] without any data augmentation for training and testing CNNs. Each CNN was trained with 300 epochs by using the Adam optimizer [26], where parameters in Adam were set as an initial learning rate of 0.1, $\beta_1 = 0.9$, and $\beta_2 = 0.999$, and we utilized an initial learning rate of 0.01 only for VGG8. In addition, each learning rate was multiplied by 1/10 when the number of epoch reached 150 and 225.

Figure 5 shows the unit-step response of the backward-propagation of the second convolutional layer in the simple CNN with/without the proposed layers. From Fig. 5(a), we can confirm that checkerboard artifacts appeared in calculated gradients when the simple CNN without the proposed layer was used. The artifacts were perfectly prevented by the proposed layers [see 5(a)].

Table 3 illustrates the classification accuracy of the four CNNs. From Table 3, the proposed fixed layer improved the accuracy for the test set of all four CNNs. This improvement was confirmed in both Approaches 1 and 2 for avoiding checkerboard artifacts. The results illustrate that conventional CNNs for image classification were affected by checkerboard artifacts, and preventing the artifacts is effective for improving their performance.

4.2. Image generation

In the simulation for image generation, we used generative adversarial networks (GANs) [18, 27]. Basic GANs consists of two networks called “Generator” and “Discriminator,” respectively. Generally, a generator includes transposed convolutional layers and a discriminator includes strided convolutional layers. For this reason, checkerboard artifacts are generated in both the forward- and backward-propagation of GANs. To avoid the artifacts, we applied the proposed layers to GANs, where filter kernels of the proposed layer were $K^{(0)}$, $K^{(1)}$, and $K^{(2)}$.

Tables 4 and 5 show the architectures of a generator and a discriminator used in the simulation, respectively, where Leaky ReLU [28] was utilized as activation functions in these networks.

We trained GANs with 10 epochs by using 202,599 images in

Table 4. Generator architecture. ch denotes the number of output channels.

<table>
<thead>
<tr>
<th>Layer Stride s Kernel size</th>
<th>Layer Stride s Kernel size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 512</td>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 512</td>
</tr>
<tr>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 256</td>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
</tr>
<tr>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
</tr>
<tr>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
</tr>
<tr>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
</tr>
<tr>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
</tr>
<tr>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
<td>Conv. + BN + Leaky ReLU 2 4 x 4 64</td>
</tr>
</tbody>
</table>

(a) without fixed layers  (b) Proposed $(K^{(0)})$  (c) Proposed $(K^{(1)})$  (d) Proposed $(K^{(2)})$

Fig. 6. Generated images by using GAN. Filter kernel $K^{(d)}$ of proposed fixed layer is controlled by order of smoothness $d$. The CelebA [29] dataset in order to generate face images from 100-dimensional random vectors that follow the standard normal distribution, where the images were resized to 64 x 64 pixels. The Adam optimizer [26] with an initial learning rate of 0.08, $\beta_1 = 0.5$, and $\beta_2 = 0.9$ was utilized for training both the generator and the discriminator.

Figure 6 illustrates an example of face images generated by using trained GANs. From the figure, checkerboard artifacts in generated images were suppressed by using the proposed layer although conventional GANs without the proposed layer caused the artifacts. Furthermore, the use of the proposed layers enables us to improve the quality of generated images. By comparing figures 6(b)(c) and (c), it is confirmed that a sharp and clear image was generated when filter kernels $K^{(1)}$ and $K^{(2)}$ were used. From these results, the fixed convolutional layer having a smoother filter kernel provides GANs with a better performance.

5. CONCLUSION

We proposed a novel fixed convolutional layer with an order of smoothness. The proposed layer can not only perfectly avoid checkerboard artifacts caused by transposed convolutional layers and strided convolutional layers, but also enhance the performance of CNNs including GANs. A filter kernel in the proposed layer is calculated by using a zero-order hold kernel and a parameter so-called the order of smoothness. From an image-classification experiment, it was confirmed that avoiding checkerboard artifacts by the proposed layer improved the classification performance of all four CNNs that we used in the experiment. In addition, an image-generation experiment demonstrated that a smoother fixed convolutional layer enables us to improve the quality of generated images by GANs while avoiding checkerboard artifacts, for the first time. In future work, we will further evaluate the proposed layer by more detailed simulations using other network architectures such as U-Net and discuss its effectiveness theoretically.
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