CycleGAN without checkerboard artifacts for counter-forensics of fake-image detection
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ABSTRACT
In this paper, we propose a novel CycleGAN without checkerboard artifacts for counter-forensics of fake-image detection. Recent rapid advances in image manipulation tools and deep image synthesis techniques, such as Generative Adversarial Networks (GANs) have easily generated fake images, so detecting manipulated images has become an urgent issue. Most state-of-the-art forgery detection methods assume that images include checkerboard artifacts which are generated by using DNNs. Accordingly, we propose a novel CycleGAN without any checkerboard artifacts for counter-forensics of fake-image detection methods for the first time, as an example of GANs without checkerboard artifacts.
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1. INTRODUCTION
Although deep neural networks (DNNs) have led to major breakthroughs in computer vision, for a wide range of applications, they have created new concerns and problems. DNNs in general suffer from attacks such as invasion of data privacy\textsuperscript{1–3} and adversarial attacks\textsuperscript{4–6}. In addition, recent rapid advances in deep image synthesis techniques, such as Generative Adversarial Networks (GANs)\textsuperscript{7} have easily generated fake images, so detecting manipulated images has become an urgent issue.

So far, a lot of researchers have investigated forgery detection methods, in which most state-of-the-art forgery detection methods assume that images include checkerboard artifacts which are generated by using DNNs\textsuperscript{8,9}. In contrast, checkerboard artifacts-free DNNs have been proposed by using a fixed convolutional layer\textsuperscript{10–12} but the technique for avoiding the artifacts have never been applied to img2img GANs like CycleGAN. In this paper, we propose a CycleGAN without checkerboard artifacts for the first time, and moreover, the proposed CycleGAN is demonstrated to be effective for counter-forensics of fake image detection methods, as an example of GANs without checkerboard artifacts.

2. RELATED WORK
CycleGAN allows us to convert one image into another, called image to image conversion. Figure 1 shows an example of images generated by using CycleGAN. CycleGAN is a model for unsupervised learning of image to image translation using an adversarial network with cycle-consistency, as shown in Fig.2. As shown in the figure, CycleGAN has two generators: \( G_{AB} \) that converts images from domain A to domain B, and vice versa, \( G_{BA} \). Discriminator \( D_B \) encourages \( G_{AB} \) to translate A into outputs indistinguishable from domain B. In this paper, we refer to images generated by GANs as fake images. Many researchers have been working on detecting images generated by using GANs\textsuperscript{8,9}. In typical fake-image detection methods such as the method proposed by Zhang et al.,\textsuperscript{8} fake-images are detected by finding checkerboard artifacts included in manipulated images.
3. CYCLE-GAN WITHOUT CHECKERBOARD ARTIFACTS

Checkerboard artifacts are known to be caused in upsampling layers during forward propagation and in the downsampling layer during back propagation as in.\textsuperscript{10–12} By inserting a fixed convolution layer into upsampling and downsampling layers, the artifacts were demonstrated to be completely avoided, although this technique has not been applied to any image to image transformations like CycleGAN. We have two aims in this paper. The first one is to apply this technique to CycleGAN to remove checkerboard artifacts included in fake images. The another is to confirm the effectiveness in counter-forensics against fake-image detection.

The structure of the generator of CycleGAN is shown in the Fig.3.\textsuperscript{13} In contrast, Fig.4 shows the structure of the generator of the proposed CycleGAN without checkerboard artifacts, where fixed convolution layers are inserted in the encoder and decoder sections. In this paper, a fixed convolution layer is inserted into both every upsampling layer and every downsampling layer as in the paper.\textsuperscript{10} To constrain the Lipschitz constant, we also inserted Spectral Normalization layer\textsuperscript{14} into the discriminator and changed the Adversarial loss to Hinge loss.
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Figure 3: Generator of CycleGAN. Each box denotes multi-channel feature map produced by each layer. Output size of each layer is denoted under each box ($height \times width \times channel$).

Figure 4: Generator of proposed CycleGAN without checkerboard artifacts. Each box denotes multi-channel feature map produced by each layer. Output size of each layer is denoted under each box ($height \times width \times channel$).

4. EXPERIMENT

In the experiment, CycleGAN models were trained under two conditions: with checkerboard artifacts (conventional) and without checkerboard artifacts (proposed). Fake images generated by using the models were applied to a fake-image detection method.

4.1 EXPERIMENTAL SETUP

To train models, we used the same generator, discriminator structures and hyper parameters as those in. The apple2orange dataset was also used for training models and testing. This dataset consists of apple-images and orange-ones, so models were trained for designing an unpaired image-to-image transformation such as from apples to oranges.

4.2 EXPERIMENTAL RESULTS

Figure 1 shows an example of fake images generated by using the trained models, where the image in Fig.1 (a) is the input one (real). The image in Fig.1 (b) includes checkerboard artifacts, although it is not easy to visually find the artifacts. To clearly show the difference between two the fake images, the images were represented in the
frequency domain as in Fig.5, where one-dimensional (1D) signals in the horizontal direction were also used to compute logarithmic spectrums as well as in the paper. From Fig.5, the proposed scheme was demonstrated to be effective in removing checkerboard artifacts even when GANs were applied to image to image transformation for generating fake images for the first time.

Next, the effectiveness of the proposed CycleGAN was evaluated in terms of detection accuracy under the use of a fake-image detection method. Experimental results are shown in Table 1, where w/o artifacts corresponds to the proposed method, and two accuracy indices: ACC and ACC (Fake) in Table 1 are defined by

\[
ACC = \frac{N_{tn} + N_{tp}}{N_{Qf} + N_{Qr}} \quad (1)
\]

\[
ACC(\text{Fake}) = \frac{N_{tn}}{N_{Qf}} \quad (2)
\]

\(N_{Qf}\) is the number of fake query images and \(N_{Qr}\) is the number of real query ones in the data set. \(N_{tn}\) indicates the number of true negatives which are outcomes where the model correctly predicts the negative class, and \(N_{tp}\) denotes the number of true positives which are outcomes which the model correctly predicts the positive class. From Table 1, the detection accuracy decreased when using the proposed GAN (w/o artifacts). This is because the detection method assumes that checkerboard artifacts are included in fake images. Accordingly, the proposed CyclicGAN was confirmed to be effective as a counter forensics method of fake-image detection.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>w/ artifacts</th>
<th>w/o artifacts (proposed)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>ACC (Fake)</td>
</tr>
<tr>
<td>apple2orange</td>
<td>0.85</td>
<td>0.92</td>
</tr>
</tbody>
</table>

5. CONCLUSION

We proposed a novel CycleGAN without checkerboard artifacts for the first time, which allows us to reduce the detection accuracy of state-of-the-art fake-image detection methods. In the proposed CycleGAN, a fixed convolution layer is inserted into not only every upsampling layer but also every downsampling layer in generators. In the experiment, images generated by the proposed one were applied to a fake-image detection method so that the proposed method was also demonstrated to be effective in terms of detection accuracy of fake images.
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